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To SET UP ACTIVE-ACTIVE ISCSI FAILOVER, PERFORM THE
FOLLOWING STEPS:

1. Hardware configuration:

+ Set server hostnames and ethernet ports on both nodes (node-a, node-b)
2. Configure the node-b:

 Create a Volume Group, iSCSI Volume

+ Configure Volume Replication mode (destination and source mode) — set mirror IP address, create Volume Replication task and
start the replication task

3. Configure the node-a
* Create a Volume Group, iSCSI Volume

 Configure Volume Replication mode (source and destination mode) — set mirror IP address, create Volume Replication task and
start the replication task.

Configure Failover (node-a and node-b)
Start Failover Service

Test Failover Function

N o g &

Run Failback Function

www.open-e.com 2
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(g vmware

Xen

1. Hardware Configuration
Hardware Requirements:

R Fypery To run the Active-Active iSCSI Failover, two DSS systems are required.
_ Both servers must be located and working in the Local Area Network.
< See below configuration settings as an example:
-
PING NODES
IP Addresses : 192.168.2.7; 192.168.3.7
Control
Data Server (DSS220) ontre sere Data Server (DSS221)
node-a ( node-b
IP Address:192.168.0.220 Switch 1 | IP Address:192.168.0.221
RAID System 1 RAID System 2

Port used for WEB GUI management
IP:192.168.0.220 eth0

Volume Replication ,
Auxiliary connection (Heartbeat)

_Note:

| Itis strongly recommended to use direct
/ point-to-point and if possible 10Gb

eth1

Storage Client Access, Auxiliary connection
(Heartbeat)

IP:192.168.1.220

IP:192.168.2.220 eth2

Storage Client Access, Auxiliary connection
(Heartbeat)

N 192.168.20.100 (resources pool |

but the most reliable is direct connection.
Tl DN
( A . N
Virtual IP Address: /'v
O
O

IP:192.168.3.220 eth3
Volume Groups (vg00)

iSCSI volumes (lv0000, Iv0001)

iSCSI targets

| connection for the volume replication. d ]
1] Optionally it can work over the switch, 1]

AN node-a iSCSI Target0) y
H
\” Virtual IP Address:
192.168.30.100 (resources pool

L node-b iSCSI Target1) )

iSCSI Failover/Volume Replication (eth1)

NOTE:

eth0 1P:192.168.0.221

eth1 ip:192.168.1.221

eth2 1p:192.168.2.221

eth3 1p:192.168.3.221

open-e

Port used for WEB GUI management

Volume Replication ,
Aucxiliary connection (Heartbeat)

Storage Client Access,
Aucxiliary connection (Heartbeat)

Storage Client Access,
Aucxiliary connection (Heartbeat)

g Volume Groups (vg00)

iSCSI
(E iSCSI volumes (Iv0000, Iv0001)

<

iSCSI targets

...................... B S Y 4

To prevent switching loops, it's recommended to use RSTP (802.1w) or STP (802.1d) protocol on network switches used to build A-A Failover network topology.

WWW.open-e.com
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Data Server (DSS2) _ .
node-b 1. Hardware Configuration

IP Address:192.168.0.221

) open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

Bl @

You are here: Setup » Network interfaces s‘ti
) - —

Server name

Interfaces * ?
After logging on to the Open-E Coamo Server name: dss2
DSS V7 (node-b), please go to - oo —_— Data Storage Sofware
SETUP and choose ,,Network - e e
interfaces” option. - e em 2oy |
In the Hostname box, replace the

"dss" letters in front of the numbers
with ,node-b” server, in this

Hostname
example ,node-b-59979144” and
click button (this will require rosthame > B rocepcoorsnu
a reboot).
Please apply changes or press "reload"” button to discard

DNS settings

DNS 194.204.152.34:194.204.159.1

m v

Event Viewer

Data Storage Software V7 - All rights reserved
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Next, select eth0 interface and in
the IP address field, change the
IP address from 192.168.0.220 to
192.168 .0.221.

Then click button (this will

restart network configuration).

open-e

Data Server (DSS2) ) )
node-b 1. Hardware Configuration
IP Address:192.168.0.221
a8 0/)(’/7-@ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Network interfaces » eth0

Interfaces * ?

a @® eth0

L @ et

Intel Corporation 82546GB Gigabit Ethernet Controller (rev 03)

L@ eth2

IP address

L @ eth3

o Warning

Warning! You are currently connected through this interface.

V' Active

MAC: 00:04:23:B9:86:FA

' DHCP

@& Static

\ IP address 192.168.0.221
Netmask: 255.255.255.0
Broadcast: auto
Gateway: 192.168.0.1
-

=l
¥ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS2) _ .
node-b 1. Hardware Configuration

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Network interfaces » eth1

Interfaces * ? Interface info

Intel Corporation 82546GB Gigabit Ethernet Controller (rev 03)

Next, select eth1 interface and in
the IP address field, change the
|P address from 192.168.1.220 to
192.168 .1.221 and click

button. M Active

MAC- 00:04:23-B9:86:FB

IP address

Repeat the steps for the interfaces
eth2 and eth3 accordingly.

€ DHCP

\G Static

IP address: 192.168.1.221

Netmask: 255.255.255.0
Broadcast: auto

Gateway:

=l
¥ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1) ) )
node-a 1. Hardware Configuration
IP Address:192.168.0.220
a8 0/)(’/7-@ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Network interfaces

Interfaces * ? Server name
— ® etho a Server name- dssi
— @ eth1 c
After logging on to the node-a, . G i st s
please go to SETUP and choose | 5z
»Network interfaces” option. .

In the Hostname box, replace the

"dss" letters in front of the numbers

Hostname

with ,node-a” server, in this
example ”nOde-a-39166501” and Hostname: ‘) node-a-39166501
click button (this will require

a reboot).

Please apply changes or press "reload” button to discard

DNS settings

DNS 194.204.152.34;194.204.159.1

apply [ =

¥ Event Viewer

Data Storage Software V7 - All rights reserved
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open-e

Data Server (DSS2) )
node-b 2. Configure the node-b

IP Address:192.168.0.221

a

SETUP CONFIGURATION

open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume groups

Under the w’ Vol. groups ? Unit rescan
select ,,Volume manager”, then =
click on ,,Volume groups”.

Unit manager

Unit Size (GB) Serial number

%»7 Unit MDO 298.10 N/A available

|n the Unit manager funCtlon Action: new volume group L]
menu, add the selected physical Name: vg00
units (Unit MDO or other) to create /)

a new volume group (in this case,
VQOO) and CIle bUttOﬂ Please apply changes or press "reload” button to discard

Drive identifier

Unit Serial number
r Unit S000 9RABVDG3 ‘
[ Unit S001 9SY0QWBT ‘ =

J# Event Viewer
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open-e

Data Server (DSS2) )
node-b 2. Configure the node-b

IP Address:192.168.0.221

a

SETUP CONFIGURATION

OPCIN-@ | ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

MAINTENANCE

You are here: Configuration » Volume manager » Volume groups » vg00

Select the appropriate volume
group (vg00) from the list on the

Volume manager

Vol. groups n ?

H System volumes
L @ vgoo

left and create a new iSCSI swap w 5
volume of the required size. T — 0.00
Please set 2 logical volumes in the Reserved for system 400
Active-Active option. | Reserved for replication 0.00
The 1st logical volume (Iv0000) | Free 200,06
will be a destination of the Ty N oo B

replication process on node-b.

Options: Just create volume LI

Vol. replication * ? v Use volume replication

Next, check the box Use volume / € File 0
replication. W Initialize

Rate: medium =l

& Block I/0
|

After assigning an appropriate 0 - 290,06
amount of space for the iSCSI g |50 6B (+0.12GB for repication
volume, click the button m“h?

v

J# Event Viewer

www.open-e.com 9
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open-e

node-b

Next, create the 2nd logical
volume on the node-b. Logical
volume (lv0001) will be the source

of the replication process on this
node.

open-e

Data Server (DSS2)

2. Configure the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

CONFIGURATION MAINTENANCE

STATUS

SETUP

You are here: Configuration » Volume manager » Volume groups » vg00

Blocksize Size

Logical Volume Type Snap. Rep.

Vol. groups * ?

v0000

L @ vgoo
System volumes

SWAP
Reserved for snapshots 0.00
Reserved for system 4.00

Reserved for replication 0.13

Free 239.94

Next, check the box Use volume

replication.

After assigning an appropriate
amount of space for the iSCSI
volume, click the button.

Action: a new iSCSI volume =l

Options:
Vol. replication »* ?

= ’?W Use volume replication

/ e

¥ Initialize

Just create volume j

Rate medium j

& Block I/O

|
J4

239.94

0
add 50 GB  (+0.12 GB for replication)

- I s
# Event Viewer
Data Storage Software V7 - All rights reserved
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Data Server (DSS2) )
node-b 2. Configure the node-b

IP Address:192.168.0.221

] OPE/1-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume groups » vg00

Vol. groups * ?

Volume manager

Le V0o B Logical Volume
ZIVOOOO @iﬂg v N/A 50.00
2Iv0001 é:% v N/A 50.00
. . System volumes S(;Ee
2 logical iSCSI Volume Block 1/0O - w @
are now configured.
Reserved for snapshots 0.00
Reserved for system 4.00
Reserved for replication 0.25
Vol. replication * ? ; Free 18384
. Action: new NAS volume LI
[T Use volume replication
iSCSI
- . . . . [ WORM
(M iSCSI volume (Iv0000) is set to destination |
|
. 0 189.81
isLsl _ add: 0.00 GB
(M iSCSI volume (Iv0001) is set to source

# Event Viewer

Data Storage Software V7 - Al rights reserved
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Data Server (DSS1) )
node-a 3. Configure the node-a

IP Address:192.168.0.220

a8 0/7@/7-@ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

= o .‘/
You are here: Configuration » Volume manager » Volume groups ‘ = i
N

Vol. groups n ? Unit rescan

Under the CONFIGURATION,
select ,,Volume manager” and
then click on ,,Volume groups”.

Unit manager

Unit Size (GB) Serial number

A Unit S001 465.70 N/A available

Action: new volume group 4|

Add the selected physical units
(Unit S001 or other) to create a — : — > w0

new volume group (in this case,

vg00) and click button.

Please apply changes or press "reload” button to discard

Drive identifier

Unit Serial number

(] Unit S001 N/A ‘

Volume Groups (vg00)

J# Event Viewer

www.open-e.com 12
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Data Server (DSS1) )
node-a 3. Configure the node-a

IP Address:192.168.0.220

o

SETUP CONFIGURATION

0/7@/7-@ ENTERPRISE CLASS STORAGE 08 for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

. You are here: Configuration » Volume manager » Volume groups » vg00
Select the appropriate volume - -
. Vol. H ? 'olume manager
group (vg00) from the list on the e S_—
left and create a new iSCSI > o w0 SWAP )
volume of the required size. S =
Plegse set 2 Ioglgal volumes in Rasscvedionaymiin e
ACtlve-ACtlve optlon Reserved for replication 0.00
The 1st logical volume (Iv0000) e e
will be a source of the replication — > =
process on the node-a.
Options: Just create volume LI
Vol. replication H* ? ¥ Use volume replication
Next, check the box for ,Use - ¢ Fileli0
volume replication” W nitialize
Rate: medium L.‘ |
After assigning an appropriate & Block IO
amount of space for the iSCSI I
volume, click the button. - o 4768
n add: 50 GB  (+0.12 GB for replication)
—
NOTE: Please apply changes or press "reload” button to discard ,1]
The source and destination volumes must be of ST — — —

identical size.

www.open-e.com 13
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Data Server (DSS1) )
node-a 3. Configure the node-a

IP Address:192.168.0.220

] OPEI1-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE

STATUS

SETUP

CONFIGURATION

You are here: Configuration » Volume manager » Volume groups » vg00

Logical Volume Type Snap. Rep.
Vol. groups * ?

v0000

Next, create the 2nd logical - o woo E—
volume on the node-a. Logical —
V0|ume (IV0001) WI" be a | Reserved for snapshots 0.00
destination of the replication | seniensonspsisin 400
process on this node. | st ias apiication 013
| Free 407.53
Action: a new iSCSI volume =l
Options: Just create volume j
= ’?W Use volume replication
Next check the box for ,Use ] -
volume replication”. =
v Initialize
Rate medium j
& Block /O

After assigning an appropriate |
. J5]

amount of space for the iSCSI 0

VO|Ume, C“Ck the bUﬁOﬂ add 50 GB  (+0.12 GB for replication)

- I s
# Event Viewer
Data Storage Software V7 - All rights reserved

407.53
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node-a

2 logical iSCSI Volume Block 1/0
are now configured.

B
(M iSCSI volume (Iv0000) is set to source

iSCSI

& iSCSI volume (Iv0001) is set to destination

Data Server (DSS1)

IP Address:192.168.0.220

a

SETUP

open-e

CONFIGURATION

3. Configure the node-a

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume replication » vg00

DATA STORAGE SOFTWARE V7

Vol. groups

Volume manager

L @ vgoo

Vol. replication

Logical Volume

= 1v0000

Type Snap.

| 10001

System volumes

Rep.
v N/A 50.00
v N/A 50.00

Size
GB

SWAP IR o |
Reserved for snapshots 0.00
Reserved for system 4.00
Reserved for replication 0.25
n ? Free 35741

Action: new NAS volume _v_|
[ Use volume replication
[ WORM

|
u
0 357.41

add

v

J# Event Viewer

WWW.open-e.com
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open-e

Data Server (DSS2) )
node-b 2. Configure the node-b

IP Address:192.168.0.221

a

SETUP CONFIGURATION MAINTENANCE

NOWl on the nOde-b7 go to You are here: Configuration » Volume manager » Volume replication
,volume replication”. .

. . . Vol. groups % ? Volume replication mode S & 4
Within Volume replication mode =

L @ vg0o

open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

STATUS

Logical Volume Source Destination Clear metadata

function, check the Destination > e — - - &=
box for Iv0000 and check the —3 e - - -
Source box for Iv0001.

Then, click the button. apply

Please apply changes or press “reload" button to discard ‘

In the Hosts binding function,
enter the IP address of the node-a
(in our example, this would be Dets Tepe RS

192.168.1.220), enter administrator — e pRemte noce P agress e
password and click the — > Remate noce GUl (aaministaton passward:

button. -

Hosts binding

NOTE:

The Mirror server IP Address must be on the same

subnet in order for the replication to communicate. Create new volume replication task

VPN connections can work providing you are not Q o

USing a NAT Please f0||0W example: il Volume replication tasks can not be created because there is no remote node connected. | _vJ
* node-a: 192.168.1.220 A Event Mewrar B
* node-b: 192.168.1.221 ol bl N e el

WWW.open-e.com
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Data Server (DSS1) )
node-a 3. Configure the node-a

IP Address:192.168.0.220

) open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume replication g.—U i
Vol. groups » ? Volume replication mode Hl
B o o = Logical Volume Destination Clear metadata
3 V0000 done v | O
Next, on the node-a, go to > 10001 — - 2 =
»volume replication”.

Within Volume replication mode [ oy |
function’ CheCk the Source box for Please acpl, v:hanges or press "reload" button to discard
Iv0000 and check the Destination
box for Iv0001.

Next, click the button.

Hosts binding

e Remote nod
Vol. replication * ? emolenore

= Host name: node-b-5... IP address: 192.168.1.221 Status: Reachable

Create new volume replication task

Task name

Source volume: V0000 :]

v

J#¢ Event Viewer

www.open-e.com 17
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Data Server (DSS1) )
node-a 3. Configure the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume replication

hiTs)

In the Create new volume
replication task, enter the task -

name in the Task name field, then
clickon the [& button. \

Create new volume replication task

Task name MirrorTask-a
In the Destination volume field, Saiavaling 0000 |
select the appropriate volume (in Y rE—— 000 5
this example, Iv0000) and click Bl s B =
to confirm.
:

Replication tasks manager

o Info

No tasks have been found.

v

J#¢ Event Viewer

www.open-e.com 18
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Now, in the Replication task
manager function, click the

Data Server (DSS1) )
node-a 3. Configure the node-a
IP Address:192.168.0.220
a 0,06‘/7-0 ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » Volume manager » Volume replication 'g.’—t‘j i
) =
-

Vol. groups » ?
i = Hosts binding
— @ vg0o

Remote node

Host name: node-b-5... IP address: 192.168.1.221 Status: Reachable

Create new volume replication task

Vol. replication % ? @ o

— No volumes with replication functionality found or all volumes have a task assigned already.

L @ MirrorTask-a

Replication tasks manager

corresponding ,play” button to start
the Replication task on the node-a.

L

# Event Viewer

www.open-e.com 19
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Data Server (DSS1) )
node-a 3. Configure the node-a

IP Address:192.168.0.220

) open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

SETUP CONFIGURATION

You are here: Configuration » Volume manager » Volume replication 'g.’—t‘j i
) =
-
Vol. groups » ?
L @ vgoo

Create new volume replication task

0 Info

No volumes with replication functionality found or all volumes have a task assigned already.

In the Replication tasks manager
function, information is available on

B icati ? A
ot repllcatlon ® 7 Replication tasks manager

L @ MirrorTask-a Starttime
the currently running replication O JirorTaska azoezisosos v [
task.
. Source volume: Iv0000
When a taSk IS Complete a date Destination volume: v0000
and time will appear. Destination IP; 192.168.1.221
Protocol type: Synchronous

v

»¢ Event Viewer

www.open-e.com 20
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open-e

Data Server (DSS1)

node-a
IP Address:192.168.0.220

o open-e

ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS

MAINTENANCE STATUS

open-e

3. Configure the node-a

DATA STORAGE SOFTWARE V7

=l

hiTs)

<

Running tasks

LET Y
} MirrorTask-a
Protocol type:

Connection:

Source info:

Consistency:

Destination info:

Logical volume
Consistency:

IP address:

Logical volume:

Type Start time

Volume replication 2012-08-12 15:04:05

Synchronous

Connected

V0000

Consistent

w0000
Consistent

192.168.1.221

Tasks log

Time

2012-08-12
15:04:35

c 7z

Status Action

MirrorTask-a Volume replication OK Started

|»

SETUP CONFIGURATION
Under the STATUS, select ,, Tasks” =—
and ,Volume Replication”. I
~ @ Antivirus
— @ Volume Replication
— @ Snapshots
Click on the "~ button next to a
task name (in this case
,MirrorTask”) to display detailed
information on the current
replication task.
NOTE:
Please allow the replication task to complete
(similar to above with status being “Consistent”) e

before writing to the iISCSI Logical Volume.

WWW.open-e.com
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open-e

Data Server (DSS2) )
node-b 2. Configure the node-b
IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

NeXt, go tO the node_b. You are here: Configuration » Volume manager » Volume n‘aplication iqg’—t‘j i
Within Create new volume
replication task, enter the task L @ vo00

name in the Task name field, then
click on the :;‘ button. \

Vol. groups * ?

Create new volume replication task

Task name MirrorTask-b
|n the Destination VO|Ume f|e|d, Source volume: V0001 Ll
SeleCt the approprlate VOlume (In ) Destination volume: V0001 L‘
this example, Iv0001) and click _ ,
Bandwidth for SyncSource (MB) 40

to confirm.

Vol. replication * ?
— @ MirrorTask-a_reverse

Please apply changes or press "reload" button to discard

Replication tasks manager

Starttime

L

¥ Event Viewer

www.open-e.com 22
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Data Server (DSS2) )
node-b 2. Configure the node-b
IP Address:192.168.0.221
a 0,06‘/7-0 ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

SETUP CONFIGURATION

You are here: Configuration » Volume manager » Volume replication 'g.’—t‘j i
o =
-
Hosts bindin
Vol. groups * ? 4
Le V00 Remote node
Host name: node-a-3... IP address: 192.168.1.220 Status: Reachable

In the Replication tasks manager
function, click the corresponding
,play” button to start the
Replication task on the node-b: :
MirrorTask-b. ‘ e R
In this box you can find information Sl s

about currently running replication
tasks.

When a task is complete a date
and time will appear.

Create new volume replication task

0 Info

No volumes with replication functionality found or all volumes have a task assigned already.

Vol. replication * ?

Replication tasks manager

Name Starttime

a MirrorTask-a_reverse
F a MirrorTask-b 2012-08-12 15:36:40 > n ‘

L4

# Event Viewer

www.open-e.com 23
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Data Server (DSS2)
node-b 4. Create new target on the node-b

IP Address:192.168.0.221

) open-e ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » iSCS|target manager » Targets ,‘q.’—:i e

Targets * ? Create new target

Choose CONFIGURATION, ,,iSCSI
target manager” and ,Targets” ™ Target Default Name
from the top menu. Name:

Alias:

mirror-01

target0

In the Create new target function, c35 ppy changes or rss Tlasmon iscars |
uncheck the box Target Default
Name.

In the Name field, enter a name for CHAP users .
the new target and click to - (o discovery CHAR tser sccsas authertication

COI’]fII'm - ' Enable discovery CHAP user access authentication

Discovery CHAP user access

iSCSI targets 9

NOTE : # Event Viewer
Both systems must have the same Target name.
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Data Server (DSS2)
node-b 4. Create new target on the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP MAINTENANCE STATUS

CONFIGURATION

You are here: Configuration » iSCS|target manager » Targets 'g.’t‘j
2

Targets » ? Create new target

Le target0 B I Target Default Name
Name: mirror-02
Alias: target1

Next, you must set the 2nd target. o |

Wlthln the Create neW target Please apply changes or press "reload"” button to discard |
function, uncheck the box Target
Default Name.

Discovery CHAP user access

In the Name field, enter a name for CHAP users :
the 2nd new target and C“Ck = & No discovery CHAP user access authentication

to Conﬂrm 5 ' Enable discovery CHAP user access authentication

iSCSI targets 9

NOTE : ¥ Event Viewer
Both systems must have the same Target name.
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Data Server (DSS2)
node-b 4. Create new target on the node-b

IP Address:192.168.0.221

) open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » iSCS|target manager » Targets » mirror-01 (target0)

e

Targets » ? Target volume manager

i @ target0 0 Info

Currently there are no LUN’s added to this target. In order to add a LUN, click on the plus "+*
sign in the "Action” column for this LUN.

o Info

There are logical volumes selected as mirror destination. There is no direct access to mirror
destination volume. In order to access such volume, you can stop mirror task and switch
destination mode to source mode or create a snapshot on the destination volume and assign
the snapshotto a new target.

o Info |

Please note that in order to access iSCSI-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNs will be inaccessible. The data will also be
inaccessible if you select an inactive snapshot or a destination volume (volume replication) as

After that, select target0 within the
Targets field.

L @ targett

To assign appropriate volume to
the target (mirror-01->lv0000) and

. -\ CHAP users * ? Bl
cI|cI_< the "+ button located under - Voliuie SCSI D LN RO WB Action
Action. M000 | yakFXJBNEVESTeA 0 O F‘> = ‘
0001 iZGxwlh33QBSpRdN 0 r O - ‘

NOTE:
Both systems must have the same SCSI ID and LUN#

CHAP user access authentication

& No CHAP user access authentication

WARNING: —

# Event Viewer

Please do not switch on the write back (WB) cache ! TS st e e

WWW.open-e.com
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Data Server (DSS2)
node-b 4. Create new target on the node-b

IP Address:192.168.0.221

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » iSCS|target manager » Targets » mirror-02 (target1) ':.’t‘i
2

Targets » ? Target volume manager

@ target0 0 Info

Currently there are no LUN’s added to this target. In order to add a LUN, click on the plus "+*
®;:targett sign in the "Action” column for this LUN.

o Info

Please note that in order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNS will be inaccessible. The data will also be
inaccessible if you select an inactive snapshot or a destination volume (volume replication) as

Next, select target1 within the
Targets field.

LUN 0.
Volume SCSIID LUN RO WwB Action
To assign appropriate volume to 0 |ZShIBSpRAN | |0 D Cy &~ \ o

the target (mirror-02->lv0001) and
click the "+ button located under
Action.

CHAP users ? ‘

CHAP user access authentication

& No CHAP user access authentication

" Enable CHAP user access authentication

NOTE:

Both systems must have the same SCSI ID and LUN#

WARNING: ¥ Event Viewer =
Please do not switch on the writ back (WB) cache !
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Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

[

SETUP CONFIGURATION

open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

You are here: Configuration » iSCS|target manager » Targets

Create new target

Targets

On the node-a, choose

CONFIGURATION, ,,iSCSI target / ™ Target Default Name
manager” and ,, Targets” from the Name: mirror-01
tOp menu. Alias: target0

Within the Create new target
function, uncheck the box Target
Default Name.

In the Name field, enter a name for
the new target and click to
confirm.

iSCSI targets 9

NOTE: -
Both systems must have the same Target name. = Fren ner e

Discovery CHAP user access

CHAP users * ?

' No discovery CHAP user access authentication

' Enable discovery CHAP user access authentication
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Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Configuration » iSCS|target manager » Targets ,‘q.’—:i e

Targets * ? Create new target
“ @ targetd ™ Target Default Name
Name: mirror-02

Alias: target1

Next, you must set the 2nd target. BES

In the Create new target fUﬂCtIOﬂ, ease apply changes or press "reload” button to discard ‘

uncheck the box Target Default
Name.

In the Name field, enter a name for CHAP users
the 2nd new target and click
to confirm.

Discovery CHAP user access

' No discovery CHAP user access authentication

' Enable discovery CHAP user access authentication

iSCSI targets 9

NOTE: -
Both systems must have the same Target name. = Fren ner e
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open-e

Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

CONFIGURATION

SETUP

You are here: Configuration » iSCS|target manager » Targets » mirror-01 (target0)

Targets * ? Target volume manager

- @ target0 " Info
H There are logical volumes selected as mirror destination. There is no direct access to mirror

Se|eCt the targeto Wlthln the L @ targett destination volume. In order to access such volume, you can stop mirror task and switch
. destination mode to source mode or create a snapshot on the destination volume and assign
Targets ﬂeld o the snapshotto a new target.

o Info

Please note that in order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNs will be inaccessible. The data will also be
inaccessible if you select an inactive snapshot or a destination volume (volume replication) as
LUN 0.

Volume SCSI ID LUN RO WB Action

To assign appropriate volume to
MO00 | yakFXJBNEVESTeA 0 ] Ly + (=]

the target (mirror-01->Iv0000) and CHAP users B ?
click the "+ button located under = B w01 [rgzibaciTLout i - - n _
Action.

CHAP user access authentication

NOTE:
Before clicking the & button again, please & No CHAP user access authentication

copy & paste the SCSI ID and LUN# &5 Ealih B usercaopessaditeriodian
from the node-b.

WARNING: oo S

Event Viewer

Please do not switch on the write back cache (WB) ! T ——
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Data Server (DSS1)
node-a 5. Create new target on the node-a

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE STATUS

CONFIGURATION

SETUP

You are here: Configuration » iSCS|target manager » Targets » mirror-02 (target1) g;—t‘!
a5 =

|»

Targets * ? Target volume manager

— @ target0 " Info

There are logical volumes selected as mirror destination. There is no direct access to mirror

Se|eCt the target1 Wlthln the Z te iarmets destination volume. In order to access such volume, you can stop mirror task and switch

destination mode to source mode or create a snapshot on the destination volume and assign

Targets ﬂeld o the snapshotto a new target.
o Info

Please note that in order to access iSCSl-enabled data from an initiator, the target needs to
have a LUN 0, otherwise the data in all other LUNs will be inaccessible. The data will also be
inaccessible if you select an inactive snapshot or a destination volume (volume replication) as
LUN 0.

Volume SCSI ID LUN RO WB Action -

To assign appropriate volume to
MO001 | iZGxwih33QBSpRAN 0 r Ly + B

the target (mirror-02->lv0001) and

CHAP users H* ?

click the ™+ button located under
Action.

CHAP user access authentication

& No CHAP user access authentication

NOTE:
Before clicking the & button again, please
copy & paste the SCSI ID and LUN#

from the node-b. m
WARNING: z

J#¢ Event Viewer

Please do not switch on the write back cache (WB) ! T ——
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open-e

Data Server (DSS1) _ _
node-a 6. Configure Failover

IP Address:192.168.0.220

] OP@IN-@ | ENTERPRISE CLASS STORAGE 0S for EVERY BUSINESS DATA STORAGE SOFTWARE V7

MAINTENANCE

STATUS

SETUP CONFIGURATION

You are here: Setup » Failover iq.’—t'i
2

(R

Auxiliary paths

Status node-a-3... interface node-b-5... interface
{local node) (remote node)

O th d t SETUP d Inactive eth1(192.168.1.220) eth1(192.168.1.221) ﬂ
n the noae-a, go 1o an
select ,,Failover”. e SRt
- 4 Interface on local node: eth2 (192.168.2.220) LI
- 4 Interface on remote node: eth2 (192.168.2.221) LI

add new auxifiary path

In the Auxiliary paths function, Plaze apsly chiangas 2 praaa acat bubom o tacas
select the 1st New auxiliary path =
on local and remote node and click
the button.

Ping nodes

Ping node IP address node-a-3... status node-b-5... status
(local node) {remote node)

No ping nodes defined.

add new ping node

v

#c Event Viewer

www.open-e.com 32



Open-E DSS V7 Active-Active iSCSI Failover ~ J0€/1-€

open-e

Data Server (DSS1) _ _
node-a 6. Configure Failover

IP Address:192.168.0.220

a8 open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover g.’—t'i
2

Auxiliary paths

o Info

Auxiliary path has been created successfully.

node-a-3... interface node-b-5... interface
{local node) {remote node)

Inactive eth1(192.168.1.220) eth1(192.168.1.221)

Inactive eth2 (192.168.2.220) eth2 (192.168.2.221)

New auxiliary path

Interface on local node: eth3 (192.168.3.220) j

In the Auxiliary paths function, e
g Interface on remote node: eth3 (192.168.3.221 v
select the 2nd New auxiliary path ( : |

on local and remote node and click

the button.

Please apply changes or press “reload” button to discard

Ping nodes

Ping node IP address node-a-3... status node-b-5... status
{locsl node) {remote node)

No ping nodes defined.

¥ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1) ) )
node-a 6. Configure Failover
IP Address:192.168.0.220
a8 Opé’ﬂ'f’ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover .““" i

L A =

Ping nodes

o Info

Ping node has been added successfully.

. . Ping node IP address node-a-3... status node-b-5... status
In the Ping nodes function, enter flesi o) e
tWO plng nOdeS ‘ 192.168.2.7 Reachable Reachable E
In the IP address field enter IP e

address and click the

button (accord|ng to the / address: o
configuration in the third slide). - —

In this example, IP address of the
first ping node is: 192.168.2.7
and the second ping node:
192.168.3.7

Please apply changes or press “reload” button to discard

Failover trigger policy

€ Ignore I/O errors
@ Trigger failover on I/O errors (any volume)

€ Trigger failover on 1/O errors (only volumes configured in failover)

@ Show advanced options

=
¥ Event Viewer
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Data Server (DSS1) _ _
node-a 6. Configure Failover

IP Address:192.168.0.220

a8 open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP

CONFIGURATION MAINTENANCE

STATUS

You are here: Setup » Failover iq.’—t'i i
2

Resources pool manager

node-a-39166501 resources
(local node)

Synchronization status: not configured sync between nodes

Next, to go to the Resources Pool iSCS! resources
Manager function and click the

button. After that, on add virtual IP
local node enter Virtual IP, (in this Virtual IP: e
example 192.168.20.100 according NO— e 2 =
to the configuration in the third Interface on remote node: eth2 (192.166.2.221) ]
slide) and select two appropriate . o

interfaces on local and remote
nodes. Then, click button.

Broadcast (optional):

node-b-59979144 resources b
(remote node)

Data Storage Software V7 - All rights reserved

# Event Viewer
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open-e

Data Server (DSS1) _ _
node-a 6. Configure Failover

IP Address:192.168.0.220

a 0/76‘/7-(’ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover .“‘" i

192.168.20.100 eth2 (192.168.2.220) eth2 (192.168.2.221) aﬂ

node-b-59979144 resources
(remote node)

Status: unknown

Also, in the Resources Pool
Manager function, click the

button on remote node e

Synchronization status: not configured

section. add virtual IP
Next, enter Virtual IP, (in this Virtual - 192.168.30.100
example 1 92 1 68301 00’ : : Interface on local node: eth3 (192.168.3.220) :]
according to the configuration in
. . Interface on remote node: eth3 (192.168.3.221) ;]
the third slide) and select two
appropriate interfaces on local and et e
remote nodes. Then, click Boadcast (optional):

button.

¥ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1) _ _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover iq.’—t'i i
2

Resources pool manager

node-a-39166501 resources
(local node)

Status: unknown

When you are finished with setting
the virtual IP, go to the iSCSI SHENe RO oM Nk Confonee
resources tab on local node Virtual P addresses IR e
resources and click the —
Available targets Targets already in cluster

button. mirror-02 = mirror-01
After moving the target mirror-01 5
from Available targets to Targets -
already in cluster click the -

bution.
node-b-59979144 resources
(remote node)

Info
Virtual IP has been created successfully.

Svnchronization status: not configured >
# Event Viewer
DmSonwmw-Alsa
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Data Server (DSS1) ) )
node-a 6. Configure Failover
IP Address:192.168.0.220
[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Faiover g,-t i i
Next, go to the iSCSI resources Aittect e Wiortaco on focalnode: Intertace on remote node:
tab on remote node resources and e R (0] 4]

click the node-b-59979144 resources
(remote node)

button.
After moving the target mirror-02 SRS

from Available targets to Targets Synchronization status: not configured
already in cluster click the
button.

Virtual IP addresses [ESSSREELIGES

Targets already in cluster

Available targets
mirror-02 ;]

.| <]

v

# Event Viewer
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Data Server (DSS1) _ _
node-a 6. Configure Failover

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover .““" i

|»

Failover manager

After that, scroll to the top of the —>
Fai|0ver manager function Cluster status: Ready for Start

At th|S p0|nt, bOth nOdeS are ready All required settings have been set up. cluster is ready to be started.
. ‘> start
to start the Failover.

Resources pool

In order to run Failover service node-a-39166501 (local node) resources pool: i
i H Status inactive
click the button and confirm
. . . . Replication state: synced
this action by clicking the
. node-b-59979144 (remote node) resources pool:
bUttOﬂ aga'n Status: inactive
Replication state: synced
See details »
Network statuses Remote node status
Ping nodes 2 of 2 reachable Remote node Reachable
See details » vl bty
Remote node node-b-59979144
Auxiliary paths: 3 defined hostname:
See details » Remote node IP: 192.168.1.221
See details »

NOTE: Auxiliary paths

If the start button is not red, the setup has not been :
» Event \iewer

eI
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Data Server (DSS1) _ .
node-a 7. Start Failover Service

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover ":.'—fi i
! —

Failover manager

/ Cluster status: Running - OK
After clicking the button, —
. [ ]

configuration of both nodes is Rk sl

com plete node-a-39166501 (local node) resources pool: e
Status active on node-a-3... (local node)
Replication state: synced

node-b-59979144 (remote node) resources pool:

Status active on node-b-5... (remote node)

Replication state: synced

See details »

Network statuses Remote node status

Ping nodes 2 of 2 reachable Remote node Reachable
availability:

See details »
Remote node node-b-59979144

Auxiliary paths: 3 of 3 reachable hostname:

See details » Remote node IP: 192.168.1.221
See details »

NOTE:

You can now connect via your iSCSI initiator and use

your ftargets via the Virtual IP address e.g. Alxiiany pans
192.168.20.100 and 192.168.30.100 (For example, in a @ o | =
Microsoft Windows environment, please use Microsoft A Event Viewer

ISCS| Initiator).
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Data Server (DSS1) ) )
node-a 8. Test Failover Function
IP Address:192.168.0.220
a 0/06’/7'(’ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover "’—.- i

Resources pool manager

Info

While a cluster is running you are not able to change settings. Please stop cluster in order to
make changes.

In order to test Failover, e
?O tot Resources pOOI manager Status: active on node-a-3... (local node) ‘9
uncton.
Then, in the local node resources, R
C“Ck On the iISCSI resources
button and confirm this action by :
LS add virtual 1P
clicking the button. ==
Virtual IP Interface on local node: Interface on remote node:
192.168.20.100 eth2 (192.168.2.220) eth2 (192.168.2.221)

node-b-59979144 resources
(remote node)

Info
Targets have been added/removed successfully.

Status: active on node-b-5... (remote node) move to local node

Synchronization status: synced sync between nodes

Virtual IP addresses [ESJSSEEELTGCE G
# Event Viewer
Data Storage Software V7 - All rights reserved
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Data Server (DSS1) ) )
node-a 8. Test Failover Function
IP Address:192.168.0.220
a opc’ﬂ-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover

Resources pool manager

Info

While a cluster is running you are not able to change settings. Please stop cluster in order to
make changes.

node-a-39166501 resources
(local node)

Info

After performlng thIS Step, the ~ Resources were moved successfully.

StatUS fOI' |Oca| nOde resources Status: active on node-b-5... (remote node)
should state ,active on node-b

Synchronization status: synced

(remote node)” and the
Synchronization status should it

state ,synced”.

Virtual IP Interface on local node: Interface on remote node:
192.168.20.100 eth2 (192.168.2.220) eth2 (192.168.2.221)
node-b-59979144 resources

(remote node)

Info
Targets have been added/removed successfully.

Status: active on node-b-5... (remote node) move to local node

Svnchronization status: synced

#¢ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1) ) )
node-a 9. Run Failback Function
IP Address:192.168.0.220
a8 0/0@/7'@ ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover s i

Resources pool manager

Info

While a cluster is running you are not able to change settings. Please stop cluster in order to
make changes.

 order o st falback, ik e
(local node)

button in the
Resources pool manager box for SN A RaleaS -
local node resources and confirm i e Detwea noee

this action by clicking the T
button.

Virtual IP Interface on local node: Interface on remote node:

192.168.20.100 eth2 (192.168.2.220) eth2 (192.168.2.221)

node-b-59979144 resources
(remote node)

Status: active on node-b-5... (remote node) move to local node

Synchronization status: synced synctween nodes

Virtual IP addresses [ESISSEEELTGCE

[ 5 | v
i

#¢ Event Viewer

Data Storage Software V7 - All rights reserved
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Data Server (DSS1) _ .
node-a 9. Run Failback Function

IP Address:192.168.0.220

[ open-e ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7

SETUP CONFIGURATION MAINTENANCE STATUS

You are here: Setup » Failover ﬁ’-

After completing this step, the
status for node-a resources should
. Info
State ,,aCt|Ve on nOde'a (Iocal o While a cluster is running you are not able to change settings. Please stop cluster in order to
” H . make changes.
node)” and the Synchronization

status should state ,synced”.

Info

Then, yOU Can apply the Same 0 Resources were moved successfully.

actions for node-b resources.
\ Status: active on node-a-3... (local node)

Synchronization status: synced

Resources pool manager

NOTE:
The Active-Active option allows configuring resource e
pools on both nodes and makes it possible to run some

active volumes on node-a and other active volumes on
node-b. The Active-Active option is enabled with the
TRIAL mode for 60 days or when purchasing the
Active-Active Failover Feature Pack. The Active-

Passive option allows configuring a resource pool only
on one of the nodes. In such a case, all volumes are

. . node-b-59979144 resources
aciveon a singlenode only.
Status: active on node-b-5... (remote node)

Virtual IP Interface on local node: Interface on remote node:

192.168.20.100 eth2 (192.168.2.220) eth2 (192.168.2.221)

The configuration and tGSting Synchronization status: synced i
of Active-Active iSCSI Failover o |
is now complete. A Event viewer
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NOTE:

The Active-Active configuration shown on page 3 is optional. In this option, each Virtual IP address has
been assigned to a dedicated NIC. First Virtual IP to eth2 and the second Virtual IP to eth3.

It is also possible to assign both Virtual IP addresses to a single NIC. For example, the first and second
Virtual IP can be assinged to eth2. Such an option can be considered in case of using 10Gb NIC and
when there is not enough ports in the server or in the switch. Please find such an option shown on page
46.

Another configuration option can be bonding eth2 and eth3, and assigning both Virtual IP to the bond.
Please find this option shown on page 47.

Finally, a Multipath 1/0O can be configured with Active-Active Failover. For Multipath with 2 paths, there
will be 2 NICs and 4 Virtual IP addresses assigned. Please find this option shown on page 48.
Moreover, page 49 presents a screenshot of the "Resources pool manager” function with 4 virtual |P
added.
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Xen

(g vmware

E-?Hyper—\f‘
=z
5
Control
Data Server (DSS220) ontro
node-a
IP Address:192.168.0.220 Switch 1
RAID System 1

Port used for WEB GUI management
IP:192.168.0.220 eth0

Volume Replication ,

Auxiliary connection (Heartbeat)

IP:192.168.1.220 eth1

Storage Client Access, Auxiliary connection
(Heartbeat)

IP:192.168.2.220 eth2

Volume Groups (vg00)

<
2
<

=
&<

iSCSI volumes (Iv0000, Iv0001)

iSCSI targets

open-e

Hardware Configuration with 2 |P virtual
addresses on the single NIC

PING NODES
IP Addresses : 192.168.2.7; 192.168.3.7
Data Server (DSS221)
gpen-e
node-b
IP Address:192.168.0.221
RAID System 2

Port used for WEB GUI management
eth0 1P:192.168.0.221

. Note:
It is strongly recommended to use direct
point-to-point and if possible 10Gb
connection for the volume replication.

Volume Replication ,
Aucxiliary connection (Heartbeat)

Optionally it can work over the switch, 1
but the most reliable is direct connection.

NOTE:

(
—h

eth1 ip:192.168.1.221

Storage Client Access,
Aucxiliary connection (Heartbeat)

( Virtual IP Address: )
192.168.20.100 (resources pool
L node-a iSCSI Target0) y

Virtual IP Address:
192.168.30.100 (resources pool
node-b iSCSI Target1)

iSCSI Failover/Volume Replication (eth1)

)

P A R >

d eth2 1p:192.168.2.221

Volume Groups (vg00)

<

iscsl
(y iSCSI volumes (Iv0000, Iv0001)

<

iSCSI targets

To prevent switching loops, it's recommended to use RSTP (802.1w) or STP (802.1d) protocol on network switches used to build A-A Failover network topology.
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Hardware Configuration with 2 |P virtual

Py .y
RGTeer addresses on bond.
=z
S
PING NODE
IP Address : 192.168.2.7
Control
Data Server (DSS220) ontre sere Data Server (DSS221)
node-a node-b
IP Address:192.168.0.220 Switch 1 IP Address:192.168.0.221
RAID System 1 RAID System 2
Port used for WEB GUI management Port used for WEB GUI management

IP:192.168.0.220 eth0

- Note: eth0 1P:192.168.0.221
7/

It is strongly recommended to use direct 4 o
point-to-point and if possible 10Gb B Vqum.e Replication,
J | connection for the volume replication. | 4 Auxiliary connection (Heartbeat)

Volume Replication ,
Auxiliary connection (Heartbeat)

IP:192.168.1.220 eth1

Optionally it can work over the switch, 11 eth1 1P.192.168.1.221

but the most reliable is direct connection.

RaR

Storage Client Access, Auxiliary connection Cr 51 Storage Client Access, Auxiliary connection
(Heartbeat) \, T P N (Heartbeat)
bond0 Ip:192.1682220  (eth2, eth3) 192.168.20.100 (resources poo / (eth2, eth3) ip:192.168.2.221 bond0

L node-a iSCSI Target0) y

Volume Groups (vg00) g ( Virtual IP Address: ) ﬂ Volume Groups (vg00)

192.168.30.100 (resources pool
iscsi L node-b iSCSI Target!) iscsi

iSCSI volumes (Iv0000, Iv0001)

& & iSCSI Failover/Volume Replication (eth1) (E
iSCS| targets 9 9 ___________________________ ﬁ ____________________ > Q

iSCSl
5 iSCSI volumes (Iv0000, Iv0001)

fe

iSCSI targets

NOTE:
To prevent switching loops, it's recommended to use RSTP (802.1w) or STP (802.1d) protocol on network switches used to build A-A Failover network topology.
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Storage client

IP:192.168.10.231

IP:192.168.21.231
IP:192.168.22.231

IP:192.168.31.231
IP:192.168.32.231

open-e

Multipath 1/O with Active-Active iISCSI Failover.

Data Server (DSS1)

node-a
IP Address:192.168.10.220

RAID System 1

Port used for WEB GUI management
IP:192.168.10.220
Volume Replication ,
Aucxiliary connection (Heartbeat)
IP:192.168.11.220
Storage Client Access, Multipath
Aucxiliary connection (Heartbeat)
IP:192.168.12.220
Storage Client Access, Multipath
Aucxiliary connection (Heartbeat)
IP:192.168.13.220

iSCSI volumes (Iv0000, Iv0001)

iSCSI targets

m
m

LAN

Control

Switch 1

1 Note: 1
It is strongly recommended to use direct
point-to-point and if possible 10Gb
connection for the volume replication.

m

PING NODES
IP Addresses :

_ open-e
node-b
Switch 2 IP Address:192.168.10.221
RAID System 2

Optionally it can work over the switch, ]
but the most reliable is direct connection.

M

D

1 i

Node-a 192.168.21.100; iSCSI Target 0 o
(_ Node-b 192.168.22.100; iSCSI Target 1

O
(Resources Pools and Virtual IP Addresses) /
O

/]

NOTE:

(Resources Pools and Virtual IP Addresses) /
Node-a 192.168.31.100; iSCSI Target 0

(_ Node-b 192.168.32.100; iSCS| Target 1 )

iSCSI Failover/Volume Replication (eth1)

192.168.12.107, 192.168.13.107

Data Server (DSS2)

Port used for WEB GUI management
eth0 1P:192.168.10.221

Volume Replication ,
Auxiliary connection (Heartbeat)

eth1 1P:192.168.11.221

Storage Client Access, Multipath,
Aucxiliary connection (Heartbeat)

eth2 1p:192.168.12.221

Storage Client Access, Multipath
Auxiliary connection (Heartbeat)

eth3 IP:192.168.13.221

g Volume Groups (vg00)

iSCSI volumes (Iv0000, Iv0001)

iSCSI targets

To prevent switching loops, it's recommended to use RSTP (802.1w) or STP (802.1d) protocol on network switches used to build A-A Failover network topology.
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OPC/1-@ | ENTERPRISE CLASS STORAGE OS for EVERY BUSINESS DATA STORAGE SOFTWARE V7
SETUP CONFIGURATION MAINTENANCE STATUS
You are here: Setup ¥ Failover l%?U i

Resources pool manager

Info

While a cluster is running you are not ahle to change settings. Please stop cluster in order to
make changes.

node-a-64666157 resources
{local node)
Status: active on node-a$... {(local node)

Synchronization status: synced

Virtual IP add iSCSI resources

Virtual IP Interface on local node: Interface on remote node:
192.168.21.100 eth2 (192.168.12.220) eth2 (192.168.12.221)
192.168.31.100 eth3 (192.168.13.220) eth3 (192.168.13.221)

node-h-60346976 resources
{remote node)
Status: active on node-b§... (remote node) move to local node

Synchronization status: synced

Virtual ISCS| resources

Virtual IP Interface on local node: Interface on remote node:
192.168.22.100 eth2 (192.168.12.220) eth2 (192.168.12.221)
192.168.32.100 eth3 (192.168.13.220) eth3 (192.168.13.221)

=
# Event Viewer

Data Storage Software V7 - All rights reserved
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Thank you!

Follow Open-E: You T facebook Linked {11 € knowledgebase @ forum =) blog
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